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Abstract Psychotherapy research has been interested in understanding the variability
observed among therapists with regard to their treatment effectiveness. An important ini-
tial step towards understanding the source of the differences is to reliably identify therapists
that are effective. The current paper thus proposes a method for benchmarking therapists
against predetermined criteria of effectiveness which could be conducted using any standard
statistical package. Basic steps include (a) creating benchmark(s), (b) determining a prior the
numerical criteria that constitute as “effective” based on the benchmark(s), (c) calculating
pre-post effect sizes as an indicator of effectiveness at the case level using statistical adjust-
ments so as to best match clinical (and other) differences among cases, and (d) statistically
benchmarking the therapists using a random-effects hierarchical linear modeling. An exam-
ple is provided that highlights the number of therapists who would be classified as effective
based on various numerical criteria and confidence levels.

Keywords Bench marking · Therapist effects · Effectiveness · Psychotherapy ·
Clinical practice

1 Introduction

Assessing outcomes of psychotherapy practiced in natural clinical settings (psychotherapy
treatment-as-usual; PTAU) has been considered one of the most important questions in
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psychotherapy research since almost half a century ago (e.g., Cohen 1965; Luborsky 1972;
Seligman 1995; Strupp 1989). However, very few studies have investigated PTAU effec-
tiveness, and when conducted, divergent research methods and their limitations have defied
systematic accumulation of evidence (Minami and Wampold 2008). For example, clinical
representativeness studies, although innovative, cannot be considered solid evidence because
PTAU effectiveness is statistically estimated using data from clinical trials rather than directly
measuring treatment outcomes (e.g., Shadish et al. 1997, 2000; Shapiro and Shapiro 1982).
Other studies have assessed PTAU effectiveness by comparing PTAU against empirically
supported treatments (ESTs) that were transported into natural clinical settings (e.g., Addis
et al. 2004; Linehan et al. 1999; Rawson et al. 2004). It is difficult to draw conclusions from
these studies because of multiple issues including unequal number of sessions, differences in
amount of training and supervision, and higher expectations of effectiveness for ESTs over
PTAUs.

One analytical method, namely benchmarking, appears to be a promising method for
assessing PTAU effectiveness. The methodology for benchmarking PTAU outcomes has been
developed over the past decade (Merrill et al. 2003; Minami et al. 2008a; Wade et al. 1998;
Weersing and Weisz 2002). One recently published method for benchmarking involves three
steps: (a) meta-analytically aggregating clinical trials to construct a benchmark, (b) mea-
suring PTAU effectiveness, and (c) statistically comparing the PTAU effectiveness to the
benchmark (Minami et al. 2008a). Using this method, PTAU effectiveness has thus far been
primarily assessed in a managed care environment (Minami et al. 2008b), university coun-
seling center (Minami et al. 2009), and community-based treatment for juvenile offenders
(Curtis et al. 2009).

However, in addition to the above benchmarking method being appropriate only for large
samples (Minami et al. 2007), it does not take into account the possible differences among
individual therapists in their effectiveness. Although this is not an issue if the purpose of
the benchmarking is to evaluate PTAU effectiveness at the level of organizations (e.g., a
community mental health center), the method is likely impractical for assessing effective-
ness at the level of the therapist. Evaluation of effectiveness at the level of the therapist has
been of significant interest for psychotherapy researchers for decades (e.g., Durlak 1979;
Luborsky 1952; Martindale 1978; Rosenzweig 1936). Recently, with the advancement of
statistical methods, evidence of variability among therapists in their treatment outcomes has
been robust both in natural clinical settings and in controlled trials (e.g., Huppert et al. 2001;
Kim et al. 2006; Okiishi et al. 2003; Wampold and Brown 2005). Therefore, it is crucial that
PTAU effectiveness is assessed at the level of the therapist using credible benchmarks.

2 Benchmarking therapists

In most psychotherapy data, treatment data obtained from clients are not independent from
one another. This is because the same therapist sees more than one client, and therefore,
there often is variance that is due to the therapist that is independent of the client. Such data
structure is known as nesting because observations at one level (e.g., client) are contained
within a particular observation at another level (e.g., therapist).

When assessing PTAU effectiveness among therapists, the issues surrounding the nested
data structure become more pronounced because therapists may indeed see different types of
clients. For example, therapists may specialize based on type of issues (e.g., major depression,
eating disorders, substance abuse) or population (e.g., with regards to age, socioeconomic
status). This requires benchmarking PTAU effectiveness at the level of therapists to differ
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from benchmarking at the organizational level because equating the treatment outcomes
across therapists becomes a crucial issue. Therefore, therapist benchmarking consists of four
major steps: (a) constructing the benchmarks, (b) determining what effect size could be con-
sidered “effective,” (c) calculating PTAU effectiveness at the case level, and (d) statistically
benchmarking the therapists based on the predetermined effect size criteria of effectiveness.
In particular, the last two steps are crucial modifications to the current benchmarking method
so as to accommodate the nested structure of the data.

2.1 Constructing benchmarks

As illustrated in detail in Minami et al. (2008a), currently the best benchmarks are meta-ana-
lytic aggregations of pre-post treatment outcome in well-conducted clinical trials. Several
key issues in constructing the benchmarks are (a) predetermined inclusion/exclusion and
coding criteria, (b) type of posttest (i.e., “completers” or “intent-to-treat”), and (c) type of
outcome assessment (i.e., reactivity and specificity).

It is important that clear inclusion/exclusion criteria are determined a priori so that
researchers need not contemplate which studies should be included for their benchmarks
while searching the literature. It is also important that possible moderating variables are
identified prior to reviewing the individual study so as to quickly identify and code them
appropriately. These factors are crucial in benchmarking because it is more often than not
that the clinical characteristics of the clients in clinical trials are different from the clients
receiving PTAU (see also Sect. 2.3 below). For example, if health status is available for the
clients receiving PTAU, this is also a variable that should be coded when constructing the
benchmark so that the benchmark and the PTAU data could be matched as best possible.

As evident from Minami et al. (2007) in their construction of benchmarks for adult depres-
sion treatment, pre-post treatment effect sizes differ depending on whether the clients in the
clinical trials completed the full duration of treatment or terminated early. Given that most
PTAU data do not contain information on the type of treatment, it is crucial that the bench-
marks are constructed with clinical trials that have treatment outcomes on intent-to-treat
population than just completers. Another factor that affects pre-post treatment effect size
is the type of outcome measure with regard to (a) reactivity (i.e., clinician-administered or
client self-report) and (b) specificity (i.e., tailored to a specific diagnosis or not; Smith et al.
1980; Lambert et al. 1986). It is ideal if there are enough clinical trials with identical outcome
measures to construct a benchmark; however, if not, then the outcome measures should at
least be matched based on reactivity and specificity.

2.2 Determining what effect size could be considered as “effective”

Once the benchmark(s) are constructed, the researcher is confronted with a difficult deci-
sion—determining what magnitude of effect size is sufficient to be considered effective (or
any other designation). For example, given an intent-to-treat treatment efficacy benchmark of
dB(T E) = 0.80 based on an aggregate of low reactivity and low specificity outcome measures
(Minami et al. 2007), would an observed treatment effect size of d = 0.75 be considered
large enough to consider the therapist as effective? How about d = 0.65? Potential remedies
for this issue are reflected in recent benchmarking studies. For example, in Curtis et al. 2009
and Minami et al. (2008a), a margin of d� = 0.2 (i.e., below the clinical trials benchmark)
was considered as “good enough” (Serlin and Lapsley 1985, 1993) by following Cohen
(1988) recommendation of a small effect size. On the other hand, Minami et al. (2008b) and
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Minami et al. (2009) chose a margin of 10% of the efficacy benchmark (i.e., d� = 0.08
below the benchmark) so as to be more conservative with their analysis.

However, deciding what constitutes effectiveness that is “good enough” cannot be deter-
mined solely on statistical rationale. What is necessary is to consider the practical conse-
quences of using a certain numerical margin as a clinically meaningful criterion in light of
the benchmark. For example, Minami et al. (2007) reported a benchmark for natural remission
benchmark of dB(N R) = 0.15 based on low reactivity and low specificity outcome measures.
In other words, this is the effect size observed in clinical trials if clients were to be randomized
to the control group. Given also the dB(T E) = 0.80 for the treatment efficacy benchmark, if
the observed PTAU produced an effect size of d = 0.30, should this treatment be considered
clinically effective? What if the observed PTAU effect size was d = 0.50 or d = 0.70?
The issue here cannot be resolved statistically because with a sufficient number of clients
in the database, any margin of effect size would result in statistical significance. Therefore,
a rather subjective decision must be made not only based on the calculated benchmarks but
also upon the intended use of the effectiveness assessment. For example, a PTAU effect size
of d = 0.30, while seemingly small, may still be regarded as useful if the treatment was a
single-session telephonic intervention for clients in remote areas who cannot attend regular
therapy sessions. In addition, the criteria for effectiveness need not be one value. For example,
one could designate an effect size under d = 0.30 as “not very effective,” values between
d = 0.30 and 0.70 as “effective,” and effect sizes above d = 0.70 as “very effective,” which
then leads to a 3-tiered benchmarking. Again, these criteria need to be determined prior to
analyses and based on the purpose of assessment.

2.3 Calculating PTAU effectiveness at the case level

As illustrated in Minami et al. (2008a), benchmarking PTAU effectiveness at the organi-
zation level involves calculating the PTAU effect size as a whole rather than by case. In
doing so, a major issue for natural clinical settings is that the clients’ clinical (and other)
characteristics often do not match that of the clients included in the benchmarks, especially
if the benchmarks were obtained from clinical trials. In many clinical trials, it is crucial that
strict inclusion/exclusion criteria result in participants with homogeneous clinical character-
istics. This implies, however, that when the assessment of PTAU effectiveness is conducted
on a client population with heterogeneous clinical characteristics, the difference in clinical
characteristics between the benchmark and the PTAU needs to be taken into consideration.

Because most clinical trials that would qualify for inclusion in constructing a bench-
mark are based on clients with rather homogeneous characteristics, it is ideal that PTAU
data include variables that may potentially impact treatment outcomes, such as diagnosis,
socioeconomic status, and physical health. If these data are available, the impact of such
factors could be statistically assessed and controlled. For example, it is well documented in
the clinical literature that the initial level of distress significantly predicts pre-post treatment
outcome (e.g., Clarkin and Levy 2005; Lambert 2001). If the clinical trials benchmark and
the PTAU data utilize identical outcome measures, PTAU data could be easily adjusted to
match the severity of distress observed in the clinical trials using multiple regression prior to
benchmarking the data. Other factors (e.g., diagnosis) could also be statistically controlled
in the same manner.

When benchmarking at the therapist level, it becomes increasingly important that statis-
tical adjustments be made with the PTAU data even in the case that the outcome measures
are not identical to the benchmark. This is because it is very likely that different therapists
see clients with idiosyncratic clinical characteristics—for example, some therapists may
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specialize in anxiety while another may focus on eating disorders. In such a case, it may be
grossly misleading to compare one therapist’s caseload to another because of the differences
in clinical characteristics. If the PTAU database as a whole is large enough, reliable statistical
adjustments (often referred to as case-mix adjustments) are possible so as to take into consid-
eration these differences in clinical and other characteristics even if each therapist’s caseload
on average may be small. In this instance, statistical adjustment of each case (rather than the
overall effect size of the PTAU data) based on clinical characteristics becomes possible so
that the benchmarking is done using severity adjusted effect sizes (SAES) rather than raw
(observed) effect sizes. Therefore, when statistically benchmarking therapists, effect sizes
need to be calculated at the case level rather than the dataset as a whole.

SAES for each PTAU case is calculated in three steps: (a) conduct a multiple regression
with the raw effect size as the dependent variable and clinical characteristics (and other
potentially moderating) factors as independent variables, (b) save the residual for each case
(i.e., raw effect size minus the predicted effect size), and (c) add the overall intercept and
the residual to derive the SAES. What this process does is that every case is now statistically
adjusted for all moderators and thus could be compared against one another.

2.4 Statistically benchmarking therapists

Once the benchmark(s) are constructed, decisions have been made as to the effect sizes that
would be considered as effective, and the SAESs are calculated for each PTAU case, the
last step is to estimate each therapists’ mean SAES to compare against the criteria of effec-
tiveness. To reflect the nested nature of the data, hierarchical linear modeling (HLM; e.g.,
Raudenbush and Bryk 2002) should be used. HLM could be conducted using any common
statistical packages such as SAS, SPSS, HLM, Stata, S-PLUS, and R.

An additional issue here is whether to consider the therapists fixed or random. From
a conceptual standpoint, it is defensible to consider therapists as a fixed factor only if
the interest is to benchmark only these therapists given the provided set of data. How-
ever, two main reasons suggest that therapists should be considered a random factor in
most cases. First, if there is any interest in generalizing the results, it would be errone-
ous to consider the therapists as fixed (Martindale 1978; Wampold and Serlin 2000). In
particular, Serlin et al. (2003) note that “[c]onclusions drawn on the basis of [treating ther-
apists as a random factor] can be generalized …to providers not included in the study,
and to subsequent administrations of the treatment by the same providers at other points
in time or in different situations (e.g., in a different office)” (p. 528). Second issue is a
rather pragmatic one; in a fixed-factor HLM, estimates of therapists’ mean effect sizes
are simple unweighted averages of their clients’ SAESs. This obviously is very problem-
atic in situations where therapists do not have many cases in the database (e.g., less than
10) because the significant variability among clients directly affects the therapists’ aver-
age SAES (e.g., some therapists had a bad streak). This unreliability can be disturbing
for those therapists whose simple average SAESs are far from the overall average. For
example, in the case of a 3-tier benchmarking of effectiveness, the consequences for a
therapist to be classified as “not very effective” when indeed he/she might be effective
in reality can be highly problematic. Similarly, it could be disturbing for therapists to be
rated “highly effective” only to be reclassified as “effective” after a few additional cli-
ents. The pragmatic benefit of the random-effects model is that, as compared to a fixed-
effects model, the therapists’ mean SAESs are estimated conservatively (i.e., closer to
the mean of all cases) for those therapists with lower number of cases and farther away
from the mean. Therefore, therapists’ mean SAESs estimated using a random-effects model
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inherently creates a “benefit-of-the-doubt” effect to those therapists who have a lower simple
mean SAES.

Using a random-effects HLM, therapists’ mean SAES are estimated along with the stan-
dard error of the estimate. Rather than using solely the estimated mean SAES, a confidence
interval is created around the mean using the standard error. Whereas social sciences research
invariably utilizes a confidence level of 95%, the confidence level could also be adjusted
depending on the purpose of the benchmarking. For example, a 95% confidence may not
be necessary if the purpose is to identify therapists who are likely to have decent average
treatment effect. On the other hand, if the purpose is to identify therapists who, on average,
are quite ineffective, then a high level of confidence would be a necessity given the potential
implications as well as an effectiveness criterion that is justifiable. In addition, the confi-
dence interval need not be two-sided if only one end of the confidence limit is of interest.
For example, if the interest is only in identifying therapists that exceed a certain minimum
threshold, only the lower-bound confidence limit is necessary.

3 Illustration

As an example, we provide here a simulation of the benchmarking method using data obtained
from clients seen in a managed care environment. The database contained treatment episode
data for 54,753 clients seen by 17,152 therapists from December 2006 to July 2009. The num-
ber of clients under each therapists was positively skewed, with an overall mean of n = 3.19,
median of 2, mode of 1, and range of 1 to 90. Because the database was authorized solely
for the purpose of this simulation, the database was deidentified, containing no other clinical
or demographic information on the clients or therapists. However, statistical adjustments
had been performed at the case level prior to de-identification. General linear models were
used to predict the expected change score for each case. The model included a number of
independent variables determined to be predictive of change including, but not limited to,
baseline severity, time between measurements, and patient characteristics including age and
gender. Although the number of sessions is known to be predictive of the overall pre-post
treatment effect size, it was intentionally left uncontrolled as the interest was on clients’
clinical improvement regardless of how many sessions it may have taken (e.g., Baldwin et al.
2009). SAES was computed for each treatment case and included in the de-identified dataset.
For this example, all statistical adjustments and analyses were conducted using SAS.

Therapist benchmarking is illustrated here using a single cutoff criterion, varied from
dC = 0.15 (i.e., the natural remission benchmark) to dC = 0.80 (i.e., the treatment efficacy
benchmark) as the indicator of effectiveness. The confidence level was also varied from 70%
to 99.5% (one-tailed). Thus, if a therapist’s lower-bound confidence level exceeds the pre-
specified dC , then the therapist is designated as “effective.” If the therapist’s lower-bound
confidence level does not exceed this level, the therapist is simply not given any designation
because the reasons for not exceeding this threshold may be several, including not having
enough cases.

Designating 10 cases as the minimum caseload for therapists resulted in including 1,003
(out of a total of 17,152) therapists in the benchmarking. Therapists’ mean SAES were
approximately normally distributed (Fig. 1), ranging from dS AE S = 0.457 to dS AE S = 1.222.
Their 95% lower-bound confidence limits ranged from dL = 0.235 to dL = 1.001. Table 1
illustrates the number of therapists that are designated as “effective” given a certain crite-
rion (dC ) and confidence level (%). For example, when dC = 0.50 at 95% confidence level
results in 659 (65.70%) therapists being classified as “effective.” Note, for example, that if the
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Fig. 1 Distribution of therapists’ mean SAES (N = 1, 003)

Table 1 Number (of N = 1, 003) of therapists designated as effective as function of effectiveness criteria
and confidence level (n = 10+)

Criteria (dC ) Confidence level

70.0% 75.0% 80.0% 85.0% 90.0% 95.0% 97.5% 99.0% 99.5%

0.15 1003 1003 1003 1003 1003 1003 1003 997 988

0.20 1003 1003 1003 1003 1003 1003 1001 992 947

0.25 1003 1003 1003 1003 1003 1001 995 954 856

0.30 1003 1003 1003 1003 1002 995 977 873 691

0.35 1003 1003 1002 1001 997 983 925 716 500

0.40 1002 1002 1000 995 985 937 814 523 310

0.45 999 997 991 982 952 835 627 332 180

0.50 990 982 971 940 877 659 424 172 88

0.55 970 948 917 851 723 452 227 85 41

0.60 916 871 800 677 504 256 114 44 22

0.65 793 712 598 463 306 124 53 20 6

0.70 594 493 394 261 143 55 25 6 4

0.75 388 295 208 128 67 28 7 4 2

0.80 205 143 97 56 33 7 4 2 2

As the total number of therapists included in the benchmarking is N = 1, 003, the number of therapists divided
by 10 in each cell is roughly the percentage of therapists in that cell

confidence level was at 90%, the same cutoff score would result in 877 (87.44%) therapists
being classified as “effective.” In most practical applications, it is very unlikely that a 95%
confidence, which is often used in research, is necessary. Rather, a 90% confidence may be
a feasible upper limit of confidence.

4 Summary and Conclusion

In the past decade, there has been a renewed interest in investigating the variability among
therapists with regards to their clinical outcomes. Our current study thus attempted to further
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the benchmarking method beyond the aggregate level (as in Minami et al. 2008a) to the
therapist level. Main improvements include (a) individually adjusting the clients’ cases by
calculating the SAES so as to statistically best match the benchmark prior to conducting the
analysis, (b) clarifying the process to determine numerical criteria for effectiveness, and (c)
utilizing random-effects HLM that has been available in many standard statistical packages
for some time.

As with any group comparisons, caution is necessary when applying the benchmarking
method. First, because the comparisons are different from that of between-group compar-
isons among different conditions in a randomized clinical trial, statistically controlling for
differences in clinical (and other) characteristics in the PTAU data does not assure that
the characteristics between the clients in the benchmarks and the PTAU data are similar
enough. Therefore, depending on the nature of the PTAU data, it is crucial that benchmarks
are created after a thorough review of the available evidence. Second, the statistical control
also cannot take into consideration every single difference among clients in the PTAU data,
especially if such data are not collected. Therefore, although using SAES is justified over
using raw effect sizes to compare client cases against one another, there nevertheless may
be other systematic differences among client groups that may not be taken into account.
Although using a random-effects model provides a “benefit-of-the-doubt” effect for thera-
pists with mean estimated SAES that is lower than the overall average, it is still necessary
to be cautionary with regards to interpreting the benchmarking results. An inherent issue
with any statistical analysis is that all estimations are based on the sample at hand rather
than the population (which can never be known unless in very unusual cases); therefore,
the degree to which a particular therapists’ mean estimated SAES is adjusted towards the
overall mean is partly a function of the rest of the therapists and clients in the dataset.
Third, it is important to note again that therapist SAESs not surpassing a lower-bound (or
upper-bound) confidence limit indicates that there is insufficient evidence to consider the
estimated effectiveness as surpassing this limit. This interpretation is clearly different than
to state that there is evidence that the therapist does not meet the criterion of effective-
ness.

For both researchers and organizations, there are compelling reasons as to why bench-
marking therapists may be beneficial. For researchers, a crucial question is to identify why
some therapists excel in providing psychotherapy. What we might learn from these investiga-
tions could significantly impact the nature of our clinical training and continuing education
efforts. For organizations, it may be to their advantage to identify therapists who may not be
performing at the desired level so that the organization could provide further support (e.g.,
increase number of sessions for cases with low outcome; Baldwin et al. 2009). Understand-
ing why some therapists are effective would be a crucial step in increasing the benefit of
psychotherapy to our clients.
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